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In this paper, we give a high-order space–time conservation element and solution element 
(CESE) method with a most compact stencil for magneto-hydrodynamics (MHD) equations. 
This is the first study to extend the second-order CESE scheme to a high order for MHD 
equations. In the CESE method, the conservative variables and their spatial derivatives are 
regarded as the independent marching quantities, making the CESE method significantly 
different from the finite difference method (FDM) and finite volume method (FVM). To 
utilize the characteristics of the CESE method to the maximum extent possible, our 
proposed method based on the least-squares method fundamentally keeps the magnetic 
field divergence-free. The results of some test examples indicate that this new method is 
very efficient.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

For magneto-hydrodynamics (MHD) numerical simulations, the conservation element and solution element (CESE) 
scheme has some advantages over the finite volume method (FVM) and finite difference method (FDM) [1]. Particularly 
for the high-order scheme, the FVM and FDM generally focus on the spatial high order and pay little attention to the 
temporal high order [2]. Even if the temporal high order is taken into consideration, the FVM and FDM generally use the 
three- or four-step Runge–Kutta method which is difficult to obtain much higher orders for temporal discretization, such as 
orders higher than the fifth order. As Balsara et al. [3] reported that, Runge–Kutta time stepping scheme is high cost, for 
it need to solve Riemann problem at each stage, and if extended to much higher order, it need additional stages, which 
will make it more expensive. The ADER [3,4] time stepping scheme has obvious advantages than the Runge–Kutta scheme 
in computation efficiency. But we find the ADER scheme need go through reconstruction, predictor and corrector step, and 
it doesn’t have a single and unique formulation. Especially in the construction step (including the Runge–Kutta scheme), 
generally need more stencil points for high-order scheme, compared with them, the CESE scheme, is more easily to achieve 
high-order in time, it only need Taylor series expansion in time with the same stencil as the second-order CESE scheme. As 
[5] pointed that, the DG scheme has some advantages. In fact, the CESE scheme is similar with the DG finite element, the 
DG scheme is mainly using finite element to solve the space–time conservation equation while the CESE scheme using a 
different method to solve it [6]. Andrew et al. [7] and Lishengtai [8] used the Lax–Wendroff method to obtain a temporal 
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high order using the FVM method. Their fundamental concept is similar to the CESE method, which combines temporal and 
spatial discretization to guarantee the simultaneous discretization of any temporal and spatial high order.

The original second-order CESE method was first proposed by Chang et al. [9]. Later, Chang [10] proposed a new any 
even-order-accuracy CESE method in which the odd-order derivatives were calculated using the central difference method. 
This is similar to solving first-order derivatives in the original second-order scheme, and even-order derivatives can be 
obtained by solving the integrated conservation law for the basic high-order derivatives. Bilyeu [11,12] then extended the 
CESE method to linear and non-linear equation systems. Liu et al. [13] developed an arbitrary-order accuracy CESE scheme 
in which all the order derivatives were obtained by applying a central difference scheme. Later, Shen et al. [14] extended it 
to the Euler equation on hybrid grids. Feng et al. [15] applied the original second-order CESE method to the MHD equations. 
However, thus far, the commonly used method only has second-order accuracy in multidimensional MHD simulations. In 
the present study, we extend the second-order CESE method to high orders for 2D MHD simulations.

It is well known that, to obtain a high-order scheme using the FVM and FDM methods, such as WENO, PPM, TVD and 
PNPM scheme, which generally need a larger stencil. This is also the reason why it is difficult to obtain a high-order scheme 
in numerical simulation. In the present study, we use a compact stencil as in the second-order CESE method to obtain an 
arbitrary-order accuracy scheme based on the arbitrary-order Taylor expansions in solution elements (SEs).

In contrast to hydrodynamics (HD), for MHD, keeping the magnetic field divergence-free is a great challenge; failure 
to do so will lead to unphysical forces and numerical instability [16–18]. Some methods have been proposed to keep the 
magnetic field divergence-free, such as the eight-wave formulation approach [19], the projection method [20], the diffusive 
method [21], the constrained transport (CT) method [22], the generalized Lagrange multiplier (GLM) method [23] and some 
others such as the reference [24–27]. In the present study, we take full advantage of the merits of the CESE method and 
apply the concept of the least-squares method for solving the first-order derivatives, as presented in section 4 in detail.

The remainder of this paper is organized as follows. The MHD governing equations are presented in section 2. Section 3
presents the construction of the high-order CESE method and takes the fourth-order scheme as an example in detail. In 
section 4, the new method for keeping the magnetic field divergence-free is introduced. Some standard benchmarks are 
used in the section 5 to check the effectiveness of our new method. Section 6 presents the conclusions.

2. MHD governing equations

In order to exclude the impact of some viscous terms on the accuracy of the high-order scheme, we eliminate the viscous 
fluxes and source terms and use the ideal MHD equations.

The ideal MHD equations in conservative form in the Cartesian coordinate system are as follows:

∂U

∂t
+ ∇ · F = 0, (1)

where U = (um) = (ρ, ρvx, ρv y, ρvz, E, Bx, B y, Bz)
T, (m = 1, · · · , 8) is the state vector of the conservative variables. F de-

notes the flux vector, which equals F, (F, G), and (F, G, H) for 1, 2, and 3 dimensions, respectively.

F = ( fm) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρvx

ρv2
x + p0 − B2

x
ρvx v y − Bx B y

ρvx vz − Bx Bz

(E + p)vx − Bx(vx Bx + v y B y + vz Bz)

0
vx B y − v y Bx

vx Bz − vz Bx

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (2)

G = (gm) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρv y

ρv y vx − B y Bx

ρv2
y + p0 − B2

y
ρv y vz − B y Bz

(E + p)v y − B y(vx Bx + v y B y + vz Bz)

v y Bx − vx B y

0
v B − v B

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (3)
y z z y
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Fig. 1. Projection of the mesh points in E2+1 onto the x–y plane.

H = (hm) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρvz

ρvz vx − Bz Bx

ρvz v y − Bz B y

ρv2
z + p0 − B2

z
(E + p)vz − Bz(vx Bx + v y B y + vz Bz)

vz Bx − vx Bz

vz B y − v y Bz

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (4)

where t, γ , ρ, E, V = (vx, v y, vz), and B = (Bx, B y, Bz) denote time, the ratio of specific heats, the mass density, total 
energy, plasma velocity, and magnetic field, respectively. p = (γ − 1)(E − 1

2 V · V − 1
2 B · B) is the gas pressure and p0 =

p + B2/2 is the total pressure.

3. Construction of the high-order CESE scheme

Below, we derive all the formulas in the 2D case, which can be directly extended to the 3D case. Here, we discuss the 
construction of the fourth-order CESE scheme in detail. The basic concept of the second-order CESE scheme is detailed in 
Ref. [1,9,14,15], and [28–31].

In the generalized 3D Euclidean space E2+1(x, y, t), which combines the spatial coordinates with the time t , Eq. (1) can 
be rewritten as

∇ · hm = 0, (5)

where hm = ( fm, gm, um), (m = 1, · · · , 8) is the space–time flux vector.
By applying Gauss’s divergence theorem into Eq. (5) in the 3D space–time domain E2+1(x, y, t), we obtain∮

S(V )

hm · ds = 0, (6)

where S(V ) is the boundary of any closed space–time region V in E2+1(x, y, t) · ds = (dδ)n, dδ is the area (volume in the 
3D case) and n is the unit outward normal vector of a surface element on S(V ) · hm · ds denotes the total space–time flux 
leaving the surface element ds.

As Fig. 1 shows, the space–time domain is discretized by a uniform mesh in Cartesian coordinates. Vi denotes the i-th 
vertex point, and Ai denotes the i-th mid-point of the element edge. As reported in Ref. [12], for quadrilateral cells, each 
cell is associated with four basic conservation elements (BCEs), which constitute a compound CE (CCE). In Fig. 1, V1V5V7V9
is the projection of one CCE, and the projections of four BCEs related to it are (V1V2V3V4), (V3V4V5V6), (V6V7V8V3), and 
(V8V3V2V9). Ci is the centroid of the i-th BCE. G is the centroid of CCE. Ci and G are also the solution points of the BCEs 
and CCE, respectively.

Because the meshes are uniform, the centroids coincide with the center of quadrilaterals. The final solution point G
coincides with the vertex point V3.

There are mainly two kinds of CESE schemes: non-staggered and staggered [14]. In this study, we use the latter. In a 
full time step, during the first half time step, the solution is updated from the vertexes marked by dots to the cell center 
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Fig. 2. Definition of CE and SE of point C1.

marked by hollow circles in Fig. 1. During the second half time step, the solution is updated from the cell center to the 
vertexes.

Specifically, for a cell point, we first update the solution of its four BCEs, namely Ci , during the first half time step. 
Following which the values of Ci are used to update the solution of the CCE, namely G, during the second half time step.

For each set of solution points Ci and G, we define a conservation element (CE) and a relevant solution element (SE). 
Below, we take the point C′

1 as an example. As Fig. 2 shows, CE(C′
1) is the polygon V1V2V3V4V′

1V′
2V′

3V′
4, and its corresponding 

SE(C′
1) is the union of three planes, V′

1V′
2V′

3V′
4, A1A3A′′

1A′′
3, and A2A4A′′

2A′′
4, which are orthogonal to each other and intersect 

at C′
1. Ai , Vi , and Ci represent the original solution points at the time level n − 1/2; A′

i , V′
i , and C′

i at the time level n; A′′
i , 

V′′
i , and C′′

i at time level n + 1/2, where n is the index for time.
When constructing the CEs, we should guarantee that all the CEs cover the entire space–time domain and that their SEs 

cover the boundaries of all the CEs but never overlap with each other.
Because the conservation law, i.e., Eq. (6), is suitable for an arbitrary closed space–time domain, the CE we constructed in 

Fig. 2 will facilitate the derivation of the discrete form of Eq. (6). All the boundaries of the CEs are parallel to the coordinate 
surfaces, and the normal direction is along the coordinate axis; therefore, on any boundary surface of CEs, there is only one 
component of the total space–time flux, which makes the integration of space–time fluxes much more convenient, especially 
for the high-order scheme.

Then, we impose the conservation law, i.e., Eq. (6), on the CE of one point. In each SE, the space–time flux is ap-
proximated by Taylor expansion, and the order of Taylor expansion determines the order of the scheme; for example, the 
first-order Taylor expansion is for second-order scheme. The fourth-order scheme requires the third-order Taylor expansion, 
and irrespective of the order number, the CEs, SEs, and stencils are always the same as in the second-order scheme, which 
is one advantage of this type of high-order CESE scheme. Below, we still consider the point C1 as an example.

By imposing Eq. (6) on the conservation element of C1, we obtain
∮

S(CE(C1))

hm · ds =
∮

S(V1V2V3V4V′
1V′

2V′
3V′

4)

hm · ds = 0. (7)

In a half time step, the integration 
∮

S(V1V2V3V4V′
1V′

2V′
3V′

4)
hm · ds in Eq. (7) includes three parts: 1) integrating over the 

bottom surface V1V2V3V4;
2) integrating over the side surfaces V1V′

1V′
2V2, V2V′

2V′
3V3, V3V′

3V′
4V4, and V4V′

4V′
1V1;

3) integrating over the top surface V′
1V′

2V′
3V′

4.
Below, we present the integration of space–time fluxes over each boundary surface of CEs. All the notations used below 

such as umxy, fmxt , m denotes m-th component of eight conservative variables or flux. x, y, t denote their partial derivatives 
with respect to space or time.

1) Integration over the bottom surface of CEs
Only the space–time flux U passes through the bottom surface. The bottom surface integration will be split into four 

parts. On each part, um is approximated by the third-order Taylor expansion at the points V1, V2, V3, V4. In Fig. 2, on the 
part V1A2C1A1, um is approximated by the third-order Taylor expansion at the point V1

i�x∫

(i− 1
2 )�x

j�y∫

( j− 1
2 )�y

{
(um)V1 + (umx)V1

[
x −

(
i − 1

2

)
�x

]
+ (umy)V1

[
y −

(
j − 1

2

)
�y

]

+ 1

2
(umxx)V1

[
x −

(
i − 1

2

)
�x

]2

+ 1

2
(umyy)V1

[
y −

(
j − 1

2

)
�y

]2

+ 1 [
(umxy)V1 + (umyx)V1

][
x −

(
i − 1

)
�x

][
y −

(
j − 1

)
�y

]

2 2 2
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+ 1

6
(umxxx)V1

[
x −

(
i − 1

2

)
�x

]3

+ 1

6
(umyyy)V1

[
y −

(
j − 1

2

)
�y

]3

+ 1

6

[
(umyyx)V1 + (umyxy)V1 + (umxyy)V1

][
y −

(
j − 1

2

)
�y

]2[
x −

(
i − 1

2

)
�x

]

+ 1

6

[
(umxxy)V1 + (umxyx)V1 + (umyxx)V1

][
x −

(
i − 1

2

)
�x

]2[
y −

(
j − 1

2

)
�y

]}
dxdy

= �x�y

4

{
(um)V1 + (umx)V1

�x

4
+ (umy)V1

�y

4
+ (umxx)V1

�x2

24
+ (umyy)V1

�y2

24

+ [(umxy)V1 + (umyx)V1

]�x�y

32
+ (umxxx)V1

�x3

192
+ (umyyy)V1

�y3

192

+ [(umyyx)V1 + (umyxy)V1 + (umxyy)V1

]�y2�x

288

+ [(umxxy)V1 + (umxyx)V1 + (umyxx)V1

]�x2�y

288

}
.

On the part V2A2C1A3, um is approximated by the third-order Taylor expansion at the point V2

(i+ 1
2 )�x∫

i�x

j�y∫

( j− 1
2 )�y

{
(um)V2 + (umx)V2

[
x −

(
i + 1

2

)
�x

]
+ (umy)V2

[
y −

(
j − 1

2

)
�y

]

+ 1

2
(umxx)V2

[
x −

(
i + 1

2

)
�x

]2

+ 1

2
(umyy)V2

[
y −

(
j − 1

2

)
�y

]2

+ 1

2

[
(umxy)V2 + (umyx)V2

][
x −

(
i + 1

2

)
�x

][
y −

(
j − 1

2

)
�y

]

+ 1

6
(umxxx)V2

[
x −

(
i + 1

2

)
�x

]3

+ 1

6
(umyyy)V2

[
y −

(
j − 1

2

)
�y

]3

+ 1

6

[
(umyyx)V2 + (umyxy)V 2 + (umxyy)V2

][
x −

(
i + 1

2

)
�x

][
y −

(
j − 1

2

)
�y

]2

+ 1

6

[
(umxxy)V2 + (umxyx)V2 + (umyxx)V2

][
x −

(
i + 1

2

)
�x

]2[
y −

(
j − 1

2

)
�y

]}
dxdy

= �x�y

4

{
(um)V2 − (umx)V2

�x

4
+ (umy)V2

�y

4
+ (umxx)V2

�x2

24
+ (umyy)V2

�y2

24

− [(umxy)V2 + (umyx)V2

]�x�y

32
− (umxxx)V2

�x3

192
+ (umyyy)V2

�y3

192

− [(umyyx)V2 + (umyxy)V2 + (umxyy)V2

]�y2�x

288

+ [(umxxy)V2 + (umxyx)V2 + (umyxx)V2

]�x2�y

288

}
.

On the part V3A3C1A4,

(i+ 1
2 )�x∫

i�x

( j+ 1
2 )�y∫

j�y

{
(um)V3 + (umx)V3

[
x −

(
i + 1

2

)
�x

]
+ (umy)V3

[
y −

(
j + 1

2

)
�y

]

+ 1
(umxx)V3

[
x −

(
i + 1

)
�x

]2

+ 1
(umyy)V3

[
y −

(
j + 1

)
�y

]2
2 2 2 2
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+ 1

2

[
(umxy)V3 + (umyx)V3

][
x −

(
i + 1

2

)
�x

][
y −

(
j + 1

2

)
�y

]

+ 1

6
(umxxx)V3

[
x −

(
i + 1

2

)
�x

]3

+ 1

6
(umyyy)V3

[
y −

(
j + 1

2

)
�y

]3

+ 1

6

[
(umyyx)V3 + (umyxy)V3 + (umxyy)V3

][
x −

(
i + 1

2

)
�x

][
y −

(
j + 1

2

)
�y

]2

+ 1

6

[
(umxxy)V3 + (umxyx)V3 + (umyxx)V3

][
x −

(
i + 1

2

)
�x

]2[
y −

(
j + 1

2

)
�y

]}
dxdy

= �x�y

4

{
(um)V3 − (umx)V3

�x

4
− (umy)V3

�y

4
+ (umxx)V3

1

24
�x2 + (umyy)V3

1

24
�y2

+ [(umxy)V3 + (umyx)V3

]�x�y

32
− (umxxx)V3

�x3

192
− (umyyy)V3

�y3

192

− [(umyyx)V3 + (umyxy)V3 + (umxyy)V3

]�y2�x

288

− [(umxxy)V3 + (umxyx)V3 + (umyxx)V3

]�x2�y

288

}
.

On the part V4A1C1A4,

i�x∫

(i− 1
2 )�x

( j+ 1
2 )�y∫

j�y

{
(um)V4 + (umx)V4

[
x −

(
i − 1

2

)
�x

]
+ (umy)V4

[
y −

(
j + 1

2

)
�y

]

+ 1

2
(umxx)V4

[
x −

(
i − 1

2

)
�x

]2

+ 1

2
(umyy)V4

[
y −

(
j + 1

2

)
�y

]2

+ 1

2

[
(umxy)V4 + (umyx)V4

][
x −

(
i − 1

2

)
�x

][
y −

(
j + 1

2

)
�y

]

+ 1

6
(umxxx)V4

[
x −

(
i − 1

2

)
�x

]3

+ 1

6
(umyyy)V4

[
y −

(
j + 1

2

)
�y

]3

+ 1

6

[
(umyyx)V4 + (umyxy)V4 + (umxyy)V4

][
x −

(
i − 1

2

)
�x

][
y −

(
j + 1

2

)
�y

]2

+ 1

6

[
(umxxy)V4 + (umxyx)V4 + (umyxx)V4

][
x −

(
i − 1

2

)
�x

]2[
y −

(
j + 1

2

)
�y

]}
dxdy

= �x�y

4

{
(um)V4 + (umx)V4

�x

4
− (umy)V4

�y

4
+ (umxx)V4

�x2

24
+ (umyy)V4

�y2

24

− [(umxy)V4 + (umyx)V4

]�x�y

32
+ (umxxx)V4

�x3

192
− (umyyy)V4

�y3

192

+ [(umyyx)V4 + (umyxy)V4 + (umxyy)V4

]�y2�x

288

− [(umxxy)V4 + (umxyx)V4 + (umyxx)V4

]�x2�y

288

}
.

2) Integration over the side surfaces of CEs
Only the space–time flux G passes through the two side surfaces in the direction of the x axis, V1V′

1V′
2V2 and V3V′

3V′
4V4. 

Only the space–time flux F passes through the two side surfaces in the direction of the y axis, V1V′
1V′

4V4 and V2V′
2V′

3V3.
Each side surface is split into two parts. On each part, the fluxes are approximated by the third-order Taylor expansion 

at the near solution point. For example, the surface V1V′
1V′

4V4 is split into V1V′
1A′

1A1 and A1A′
1V′

4V4. On V1V′
1A′

1A1, fm is 
approximated at V1; on A1A′

1V′
4V4, fm is approximated at V4.

On the surface V1V′
1V′

4V4, x = (i − 1
2 )�x is a constant; therefore, all the integration terms containing �x are zero.

The integration on the surface V1V′ A′ A1 is as follows:
1 1
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j�y∫

( j− 1
2 )�y

k�t∫

(k− 1
2 )�t

{
( fm)V1 + ( fmy)V1

[
y −

(
j − 1

2

)
�y

]
+ ( fmt)V1

[
t −

(
k − 1

2

)
�t

]

+ 1

2
( fmyy)V1

[
y −

(
j − 1

2

)
�y

]2

+ 1

2
( fmtt)V1

[
t −

(
k − 1

2

)
�t

]2

+ ( fmyt)V1

[
y −

(
j − 1

2

)
�y

][
t −

(
k − 1

2

)
�t

]

+ 1

6
( fmyyy)V1

[
y −

(
j − 1

2

)
�y

]3

+ 1

6
( fmttt)V1

[
t −

(
k − 1

2

)
�t

]3

+ 1

2
( fmyyt)V1

[
y −

(
j − 1

2

)
�y

]2[
t −

(
k − 1

2

)
�t

]

+ 1

2
( fmytt)V1

[
y −

(
j − 1

2

)
�y

][
t −

(
k − 1

2

)
�t

]2}
dydt

= �y�t

4

{
( fm)V1 + ( fmy)V1

�y

4
+ ( fmt)V1

�t

4
+ ( fmyy)V1

�y2

24
+ ( fmtt)V1

�t2

24

+ ( fmyt)V1

�y�t

16
+ ( fmyyy)V1

�y3

192
+ ( fmttt)V1

�t3

192

+ ( fmyyt)V1

�y2�t

96
+ ( fmytt)V1

�y�t2

96

}
.

On the surface A1A′
1V′

4V4,

( j+ 1
2 )�y∫

j�y

k�t∫

(k− 1
2 )�t

{
( fm)V4 + ( fmy)V4

[
y −

(
j + 1

2

)
�y

]
+ ( fmt)V4

[
t −

(
k − 1

2

)
�t

]

+ 1

2
( fmyy)V4

[
y −

(
j + 1

2

)
�y

]2

+ 1

2
( fmtt)V4

[
t −

(
k − 1

2

)
�t

]2

+ ( fmyt)V4

[
y −

(
j + 1

2

)
�y

][
t −

(
k − 1

2

)
�t

]

+ 1

6
( fmyyy)V4

[
y −

(
j + 1

2

)
�y

]3

+ 1

6
( fmttt)V4

[
t −

(
k − 1

2

)
�t

]3

+ 1

2
( fmyyt)V4

[
y −

(
j + 1

2

)
�y

]2[
t −

(
k − 1

2

)
�t

]

+ 1

2
( fmytt)V4

[
y −

(
j + 1

2

)
�y

][
t −

(
k − 1

2

)
�t

]2}
dydt

= �y�t

4

{
( fm)V4 − ( fmy)V4

�y

4
+ ( fmt)V4

�t

4
+ ( fmyy)V4

�y2

24
+ ( fmtt)V4

�t2

24

− ( fmyt)V4

�y�t

16
− ( fmyyy)V4

�y3

192
+ ( fmttt)V4

�t3

192

+ ( fmyyt)V4

�y2�t

96
− ( fmytt)V4

�y�t2

96

}
.

On the surface V2V′
2V′

3V3, x = (i + 1
2 )�x is also a constant. Therefore, the integration on the surfaces V2V′

2A′
3A3 and 

A3A′
3V′

3V3 is similar to that on V1V′
1A′

1A1 and A1A′
1V′

4V4, except that the outward normal direction is opposite; the fluxes 
are approximated at points V2 and V3, respectively.

On the two surfaces in the direction of the x axis, V1V′
1V′

2V2 and V3V′
3V′

4V4, y = ( j − 1
2 )�y and y = ( j + 1

2 )�y are 
constants; therefore, on these two surfaces, all the integration terms containing �y are zero. The final integration form is 
similar to those on the surface in the direction of y axis, with fm replaced by gm and y by x.
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3) Integration over the top surface of CEs
Only the space–time flux U passes through the top surface, but it is different from the bottom surface in that the flux is 

approximated at the solution point C′
1 on the entire top surface.

(i+ 1
2 )�x∫

(i− 1
2 )�x

( j+ 1
2 )�y∫

( j− 1
2 )�y

{
(um)C′

1
+ (umx)C′

1
[x − i�x] + (umy)C′

1
[y − j�y]

+ 1

2
(umxx)C′

1
[x − i�x]2 + 1

2
(umyy)C′

1
[y − j�y]2

+ 1

2

[
(umxy)C′

1
+ (umyx)C′

1

][x − i�x][y − j�y]

+ 1

6
(umxxx)C′

1
[x − i�x]3 + 1

6
(umyyy)C′

1
[y − j�y]3

+ 1

6

[
(umyyx)C′

1
+ (umyxy)C′

1
+ (umxyy)C′

1

][x − i�x][y − j�y]2

+ 1

6

[
(umyxx)C′

1
+ (umxyx)C′

1
+ (umxxy)C′

1

][x − i�x]2[y − j�y]
}

dxdy

= �x�y

{
(um)C′

1
+ (umxx)C′

1

�x2

24
+ (umyy)C′

1

�y2

24

}
.

After the integration over all the boundary surfaces of CEs, we obtain the updated variables Uupdated as follows:

Uupdated =
(∑

Ibottom −
∑

Iside −
∑

I∗top

)
/Area_top_surface, (8)

where Ibottom and Iside are the space–time flux integration on the bottom and side surface of CEs, respectively. I∗top is the 
high-order part of flux integration on the top surface.

The form of Eq. (8) for the fourth-order scheme is as follows:

(um)n
i, j = 1

�x�y

4∑
l=1

〈
�x�y

4

{
(um)

n−1/2
l + (umx)

n−1/2
l

(
kx

�x

4

)
+ (umy)

n−1/2
l

(
ky

�y

4

)

+ 1

24

[
(umxx)

n−1/2
l (kx�x)2 + (umyy)

n−1/2
l (ky�y)2]

+ 1

32

[
(umxy)

n−1/2
l + (umyx)

n−1/2
l

]
(kx�x)(ky�y)

+ 1

192

[
(umxxx)

n−1/2
l (kx�x)3 + (umyyy)

n−1/2
l (ky�y)3]

+ (kx�x)2(ky�y)

288

[
(umxxy)

n−1/2
l + (umxyx)

n−1/2
l + (umyxx)

n−1/2
l

]

+ (ky�y)2(kx�x)

288

[
(umyyx)

n−1/2
l + (umyxy)

n−1/2
l + (umxyy)

n−1/2
l

]}

+ kx
�y�t

4

{
( fm)

n−1/2
l + ( fmy)

n−1/2
l

(
ky

�y

4

)
+ ( fmt)

n−1/2
l

(
�t

4

)

+ 1

24

[
( fmtt)

n−1/2
l (�t)2 + ( fmyy)

n−1/2
l (ky�y)2]

+ 1

16
( fmyt)

n−1/2
l (ky�y)�t

+ 1

192

[
( fmyyy)

n−1/2
l (ky�y)3 + ( fmttt)

n−1/2
l (�t)3]

+ 1

96

[
( fmyyt)

n−1/2
l (ky�y)2�t + ( fmytt)

n−1/2
l (ky�y)(�t)2]}

+ ky
�x�t

{
(gm)

n−1/2
l + (gmx)

n−1/2
l

(
kx

�x
)

+ (gmt)
n−1/2
l

(
�t
)

4 4 4
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+ 1

24

[
(gmtt)

n−1/2
l (�t)2 + (gmxx)

n−1/2
l (kx�x)2]

+ 1

16
(gmxt)

n−1/2
l (kx�x)�t

+ 1

192

[
(gmxxx)

n−1/2
l (kx�x)3 + (gmttt)

n−1/2
l (�t)3]

+ 1

96

[
(gmxxt)

n−1/2
l (kx�x)2�t + (gmxtt)

n−1/2
l (kx�x)(�t)2]}〉

− 1

24

[
(umxx)

n
C1

(�x)2 + (umyy)
n
C1

(�y)2]. (9)

In the above equation, m = 1, 2, · · · , 8 represent eight equations, and l = 1, 2, 3, 4 represent four solution points 
V1, V2, V3, V4, respectively. kx, ky is −1 or 1, as determined by the position of the four solution points V1, V2, V3, V4 relative 
to the center point C1.

The derivatives of flux F and G with respect to x, y, and t can be obtained according to the chain rule.

∂Tm

∂φ1
=

8∑
p=1

∂Tm

∂up

∂up

∂φ1
, (10)

where Tm represents fm or gm and φ1 = {x, y, t}.
By using the chain rule for Eq. (10), we can obtain the second-order derivatives as follows:

∂2Tm

∂φ1∂φ2
=

8∑
p=1

∂Tm

∂up

∂2up

∂φ1∂φ2
+

8∑
p=1

8∑
q=1

∂2Tm

∂up∂uq

∂up

∂φ1

∂uq

∂φ2
, (11)

where (φ1, φ2) = {(x, x), (y, y), (t, t), (x, y), (y, x), (x, t), (y, t)}.
Similarly, by using the chain rule for Eq. (11), we can obtain the third-order derivatives as follows:

∂3Tm

∂φ1∂φ2∂φ3
=

8∑
p=1

∂Tm

∂up

∂3up

∂φ1∂φ2∂φ3

+
8∑

p=1

8∑
q=1

∂2Tm

∂up∂uq

(
∂2up

∂φ1∂φ2

∂uq

∂φ3
+ ∂2up

∂φ1∂φ3

∂uq

∂φ2
+ ∂2up

∂φ2∂φ3

∂uq

∂φ1

)

+
8∑

p=1

8∑
q=1

8∑
r=1

∂3Tm

∂up∂uq∂ur

∂up

∂φ1

∂uq

∂φ2

∂ur

∂φ3
, (12)

where

(φ1, φ2, φ3) = {(x, x, x), (x, x, y), (x, y, x), (x, y, y), (y, x, x),

(y, x, y), (y, y, x), (y, y, y), (x, x, t), (x, y, t),

(y, x, t), (y, y, t), (x, t, t), (y, t, t), (t, t, t)
}
.

In the same way, we can get much higher-order derivatives.
Bilyeu [12] reported that, at some points, the alternate rule of differentiation does not hold. Therefore, here we regard 

∂2u
∂x∂ y and ∂2u

∂ y∂x as different variables.

In Eq. (10), Eq. (11), and Eq. (12), we first need to obtain the Jacobian matrices ∂Tm
∂up

, ∂2 Tm
∂up∂uq

, ∂3 Tm
∂up∂uq∂ur

, where Tm =
fm or gm . The Jacobian matrices can be obtained by directly taking the derivative of flux with respect to every conservative 
variable in sequence, but for MHD equations, this process is cumbersome (we have attempted this method), especially when 
adding the second- and third-order Jacobian matrices. We used the symbolic math of Matlab to obtain the Jacobian matrices.

In the actual application, for the derivation with respect to time t , we should note the solving sequence. Solving in the 
following sequence will be economic and effective.

After obtaining fmx and gmy , according to the conservation law expressed by Eq. (1), we can obtain umt as

umt = − fmx − gmy. (13)

By taking the derivative of Eq. (13) with respect to x or y, we obtain
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umxt = − fmxx − gmyx, (14)

umyt = − fmxy − gmyy. (15)

Then, according to Eq. (10) and Eq. (11), we obtain fmt, gmt, fmxt, gmxt, fmyt, gmyt .
By taking the derivative of Eq. (13) with respect to t , we obtain

umtt = − fmxt − gmyt. (16)

Then, by taking the derivative of Eq. (16) with respect to x or y, we obtain

umxtt = − fmxxt − gmyxt, (17)

umytt = − fmxyt − gmyyt. (18)

According to Eq. (11) and Eq. (12), we obtain fmtt, gmtt, fmxtt, gmxtt, fmytt, gmytt .
Then, by taking the derivative of Eq. (16) with respect to t , we obtain

umttt = − fmxtt − gmytt. (19)

Finally, according to Eq. (12) we obtain fmttt, gmttt .
From Eq. (13)–Eq. (19), we can find that all the derivatives with respect to t of conservative variables can be obtained 

through the derivatives of flux fm and gm . Moreover, the derivatives of flux fm and gm can be obtained from the derivatives 
of conservative variables with respect to x or y. Therefore, at the end, to update the conservative variables of Eq. (9), we only 
need to obtain the derivatives of conservative variables with respect to x or y for all orders. For example, for the fourth-order 
scheme, we need to update the values of umx, umy, umxx, umxy, umyx, umyy, umxxx, umxxy, umxyx, umxyy, umyxx, umyxy, umyyx, umyyy .

As with the original second-order scheme, to obtain the first-order derivatives of conservative variables, we need to 
update Eq. (9) to obtain the new values of conservative variables at the center. Now, for the fourth-order scheme, to update 
Eq. (9), we also need the new second-order derivatives of conservative variables at the center of the top face. To obtain the 
new second-order derivatives, we need the new third-order derivative. Therefore, the sequence to update the conservative 
variables in a complete half time step is as follows:

1: updating the third-order derivatives;
2: updating the second-order derivatives;
3: updating the conservative variables at the center;
4: updating the first-order derivatives.
Below, we describe the method to update the derivatives in the above sequence, which we mainly refer the thoughts of 

Shen et al. [14]. Some details we will describe more clearly according to our program debugging process. Here, we take the 
first half time step as an example.

3.1. Time-marching for the third-order derivatives of conservative variables

At the first half time step, we update the values at Ci(i = 1, · · ·, 4). Below, we take C1 as an example.
As in Fig. 2, at each of the points V1, V2, V3, V4 and its two neighbor points, by using the first-order Taylor expansion to 

approximate the second-order derivatives, we can obtain the third-order derivatives. Take points V1 and umxx as an example.
umxx at the two neighbor points V2 and V4 of V1 can be approximated by the first-order Taylor expansion from point V1

as follows:

umxx
(
V′

2

)= umxx
(
V′

1

)+ umxxx
(
V′

1

)
�xV2V1 + umxxy

(
V′

1

)
�yV2V1 ,

umxx
(
V′

4

)= umxx
(
V′

1

)+ umxxx
(
V′

1

)
�xV4V1 + umxxy

(
V′

1

)
�yV4V1 ,

(20)

where �xV2V1 = xV2 − xV1 , �yV2V1 = yV2 − yV1 , �xV4V1 = xV4 − xV1 , �yV4V1 = yV4 − yV1 .
umxx(V′

2) and umxx(V′
4) are the values at the new time step, and they can be evaluated using the values at the preceding 

half time level:

umxx
(
V′

2

)= umxx(V2) + umxxt(V2)
�t

2
,

umxx
(
V′

4

)= umxx(V4) + umxxt(V4)
�t

2
.

(21)

By substituting Eq. (21) into Eq. (20) and then using Cramer’s rule, we can obtain umxxx(V′
1) and umxxy(V′

1). For a fourth-
order scheme, all the third-order derivatives are constants in every SE. Therefore,

umxxx
(
C′

1

)= umxxx
(
V′

1

)
, umxxy

(
C′

1

)= umxxy
(
V′

1

)
. (22)

This way, we have obtained one group of umxxx(C′
1) and umxxy(C′

1).
Similarly, we can obtained another three groups of umxxx(C′

1) and umxxy(C′
1) from points V2, V3, V4. Then, by directly 

using the arithmetic average or by using a weighted average function for a problem with discontinuities, the final values 
of umxxx(C′

1) and umxxy(C′
1) can be obtained. With the same strategy, by using umxy , umyx , and umyy , we can obtain the 

corresponding third-order derivatives (umxyx, umxyy), (umyxx, umyxy), and (umyyx, umyyy).
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3.2. Time-marching for the second-order derivatives of conservative variables

By using the second-order Taylor expansion to approximate the first-order derivatives, we can obtain the second-order 
derivatives.

Below we take point V1 and umx as an example.

umx
(
V′

2

)= umx
(
V′

1

)+ umxx
(
V′

1

)
�xV2V1 + umxy

(
V′

1

)
�yV2V1 + 1

2

[
umxxx

(
V′

1

)
(�xV2V1)

2

+ umxxy
(
V′

1

)
�xV2V1�yV2V1 + umxyx

(
V′

1

)
�xV2V1�yV2V1 + umxyy

(
V′

1

)
(�yV2V1)

2].
(23)

umx
(
V′

4

)= umx
(
V′

1

)+ umxx
(
V′

1

)
�xV4V1 + umxy

(
V′

1

)
�yV4V1 + 1

2

[
umxxx

(
V′

1

)
(�xV4V1)

2

+ umxxy
(
V′

1

)
�xV4V1�yV4V1 + umxyx

(
V′

1

)
�xV4V1�yV4V1 + umxyy

(
V′

1

)
(�yV4V1)

2].
(24)

In Eq. (23) and Eq. (24), the third-order derivatives were obtained in advance from section 3.1, and the first-order deriva-
tives can be calculated from the preceding half time level; note that the Taylor expansion should include the second-order 
derivatives with respect to t . For example,

umx
(
V′

2

)= umx(V2) + umxt(V2)
�t

2
+ 1

2
umxtt(V2)

(
�t

2

)2

.

By using Cramer’s rule, we can obtain umxx(V′
1) and umxy(V′

1).
In contrast to the third-order derivatives, the second-order derivatives are not constants in every SE. Therefore, we must 

additionally use the first-order Taylor expansion to obtain the second-order derivatives at the center solution point. For 
example,

umxx
(
C′

1

)= umxx
(
V′

1

)+ umxxx
(
V′

1

)
�xC1V1 + umxxy

(
V′

1

)
�yC1V1 ,

umxy
(
C′

1

)= umxy
(
V′

1

)+ umxyx
(
V′

1

)
�xC1V1 + umxyy

(
V′

1

)
�yC1V1 ,

(25)

where �xC1V1 = xC1 − xV1 , �yC1V1 = yC1 − yV1 .
Subsequently, treating like this at the points V2, V3, V4, we can obtain four groups of umxx(C′

1) and umxy(C′
1), following 

which we finally obtain the new umxx(C′
1) and umxy(C′

1) by using the weighted average method.
By treating umy with the same strategy, we can obtain the new umyx(C′

1) and umyy(C′
1).

After obtaining the third- and second-order derivatives, we can use Eq. (9) to obtain the new conservative variables 
um(C′

1).

3.3. Time-marching for the first-order derivatives of conservative variables

In contrast to the second- and third-order derivatives, the first-order derivatives are obtained from the values of con-
servative variables at points V1, V2, V3, V4 approximated by the third-order Taylor expansion from the center point C1. For 
example,

um
(
V′

k

)= um
(
C′

1

)+ umx
(
C′

1

)
�xkC1 + umy

(
C′

1

)
�ykC1

+ 1

2

[
umxx

(
C′

1

)
(�xkC1)

2 + umyy
(
C′

1

)
(�ykC1)

2

+ umxy
(
C′

1

)
�xkC1�ykC1 + umyx

(
C′

1

)
�xkC1�ykC1

]

+ 1

6

[
umxxx

(
C′

1

)
(�xkC1)

3 + umxxy
(
C′

1

)
(�xkC1)

2�ykC1

+ umxyx
(
C′

1

)
(�xkC1)

2�ykC1 + umxyy
(
C′

1

)
(�ykC1)

2�xkC1

+ umyxx
(
C′

1

)
(�xkC1)

2�ykC1 + umyxy
(
C′

1

)
(�ykC1)

2�xkC1

+ umyyx
(
C′

1

)
(�ykC1)

2�xkC1 + umyyy
(
C′

1

)
(�ykC1)

3], (26)

where �xkC1 = xVk − xC1 , �ykC1 = yVk − yC1 , k = 1, 2, 3, 4.
In Eq. (26), the conservative variable um(C′

1) as well as its second- and third-order derivatives have all been calculated 
in advance, and um(V′

k) can be evaluated from the preceding half time level. For example,

um
(
V′

k

)= um(Vk) + umt(Vk)
�t + 1

umtt(Vk)

(
�t
)2

+ 1
umttt(Vk)

(
�t
)3

.

2 2 2 6 2
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The conservative variable is then split into four groups according to (V1, V2), (V2, V3), (V3, V4), (V4, V1). By using Cramer’s 
rule, we can get four groups of umx(C′

1) and umy(C′
1). Then, the weighted average is used to obtain the final umx(C′

1) and 
umy(C′

1).
As shown in Ref. [10] and [11], the weighted average function is defined as follows:

umx
(
C′

1

)=
{

0 if θmk = 0∑4
k=1[(W (k)

m )αu(k)
mx(C′

1)]/(
∑4

k=1(W (k)
m )α + ε) otherwise

,

umy
(
C′

1

)=
{

0 if θmk = 0∑4
k=1[(W (k)

m )αu(k)
my(C′

1)]/(
∑4

k=1(W (k)
m )α + ε) otherwise

,

where

θmk =
√[

umx
(
C′

1

)]2 + [umy
(
C′

1

)]2
, W (k)

m =
4∏

j=1, j �=k

θmk, m = 1,2, · · · ,8,k = 1,2,3,4.

α ≥ 0 is an adjustable parameter that can control the viscosity of the scheme, and it is usually α = 0, 1, 2. α = 1 or 2 can 
reduce numerical oscillation in a strong discontinuity domain. ε is an infinitesimal. We use α = 2 and ε = 10−30.

In a similar manner, we can update the values of um and its derivatives at points C′
2, C

′
3, C

′
4. Then in the second half time 

step, by using the values at points C′
1, C

′
2, C

′
3, C

′
4, the values at the final solution point G′′ can be obtained.

4. New method for keeping the magnetic field divergence-free

In the process of obtaining a group of first-order derivatives in section 3.3, the number of equations is greater than 
the number of unknowns. This overdetermined equations inspires the use of the least-squares method to obtain the final 
solutions.

The magnetic field divergence-free condition is as follows:

∇ · B = ∂ Bx

∂x
+ ∂ B y

∂ y
= u6x + u7y = 0. (27)

When using the least-squares method to solve the first-order derivatives relative to Bx, B y , Eq. (27) can be combined 
with other equations relative to Bx and B y to obtain a new overdetermined equations. Thus, by using the least-squares 
method, the magnetic field divergence can be fundamentally controlled.

The basic concept of the least-squares method is as follows:
For an overdetermined equations expressed in the matrix form as:

A X = C, (28)

where

A =

⎡
⎢⎢⎢⎣

a11 a12 ... a1 j
a21 a22 ... a2 j
· · · ·
· · · ·

ai1 ai2 ... aij

⎤
⎥⎥⎥⎦= [L1, L2, ..., L j], X =

⎡
⎢⎢⎢⎣

x1
x2
·
·

x j

⎤
⎥⎥⎥⎦ , C =

⎡
⎢⎢⎢⎣

c1
c2
·
·

ci

⎤
⎥⎥⎥⎦ , i > j,

According to a mathematic theorem (Theorem 5.1 of [32]), ATAX = ATC is the normal equations for an overdetermined 
equations. The solution of the normal equations is also the least-squares solution of the overdetermined equations.

⎡
⎢⎢⎢⎣

l11 l12 · · l1 j
l21 l22 · · l2 j
· · · · ·
· · · · ·

l j1 l j2 · · ljj

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

x1
x2
·
·

x j

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎢⎢⎣

LT
1 • C

LT
2 • C
·
·

LT
j • C

⎤
⎥⎥⎥⎥⎥⎦

, (29)

where lmn = LT
m • Ln (m, n = 1, 2, · · ·, j).

For the normal equations expressed by Eq. (29), we need to use a matrix solver method, such as QR factorization or 
multiplication with the pseudo-inverse of A. We use the Lapack function gesvx(a, b, x) to solve it.

When using the least-squares method to solve the first-order derivatives relative to Bx, B y , all the equations are ex-
pressed in the matrix form as follows:
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A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�x1C1 �y1C1 0 0
�x2C1 �y2C1 0 0
�x3C1 �y3C1 0 0
�x4C1 �y4C1 0 0
0 0 �x1C1 �y1C1

0 0 �x2C1 �y2C1

0 0 �x3C1 �y3C1

0 0 �x4C1 �y4C1

1 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, X = [u6x, u6y, u7x, u7y]T,

C(1) = u6
(
V′

1

)− u6
(
C′

1

)
− 1

2

[
u6xx

(
C′

1

)
(�x1C1)

2 + u6xy
(
C′

1

)
�x1C1�y1C1

+ u6yx
(
C′

1

)
�x1C1�y1C1 + u6yy

(
C′

1

)
(�y1C1)

2]
− 1

6

[
u6xxx

(
C′

1

)
(�x1C1)

3 + u6xxy
(
C′

1

)
(�x1C1)

2�y1C1

+ u6xyx
(
C′

1

)
(�x1C1)

2�y1C1 + u6xyy
(
C′

1

)
(�y1C1)

2�x1C1

+ u6yxx
(
C′

1

)
(�x1C1)

2�y1C1 + u6yxy
(
C′

1

)
(�y1C1)

2�x1C1

+ u6yyx
(
C′

1

)
(�y1C1)

2�x1C1 + u6yyy
(
C′

1

)
(�y1C1)

3],
C(2) = u6

(
V′

2

)− u6
(
C′

1

)
− 1

2

[
u6xx

(
C′

1

)
(�x2C1)

2 + u6xy
(
C′

1

)
�x2C1�y2C1

+ u6yx
(
C′

1

)
�x2C1�y2C1 + u6yy

(
C′

1

)
(�y2C1)

2]
− 1

6

[
u6xxx

(
C′

1

)
(�x2C1)

3 + u6xxy
(
C′

1

)
(�x2C1)

2�y2C1

+ u6xyx
(
C′

1

)
(�x2C1)

2�y2C1 + u6xyy
(
C′

1

)
(�y2C1)

2�x2C1

+ u6yxx
(
C′

1

)
(�x2C1)

2�y2C1 + u6yxy
(
C′

1

)
(�y2C1)

2�x2C1

+ u6yyx
(
C′

1

)
(�y2C1)

2�x2C1 + u6yyy
(
C′

1

)
(�y2C1)

3],
C(3) = u6

(
V′

3

)− u6
(
C′

1

)
− 1

2

[
u6xx

(
C′

1

)
(�x3C1)

2 + u6xy
(
C′

1

)
�x3C1�y3C1

+ u6yx
(
C′

1

)
�x3C1�y3C1 + u6yy

(
C′

1

)
(�y3C1)

2]
− 1

6

[
u6xxx

(
C′

1

)
(�x3C1)

3 + u6xxy
(
C′

1

)
(�x3C1)

2�y3C1

+ u6xyx
(
C′

1

)
(�x3C1)

2�y3C1 + u6xyy
(
C′

1

)
(�y3C1)

2�x3C1

+ u6yxx
(
C′

1

)
(�x3C1)

2�y3C1 + u6yxy
(
C′

1

)
(�y3C1)

2�x3C1

+ u6yyx
(
C′

1

)
(�y3C1)

2�x3C1 + u6yyy
(
C′

1

)
(�y3C1)

3],
C(4) = u6

(
V′

4

)− u6
(
C′

1

)
− 1

2

[
u6xx

(
C′

1

)
(�x4C1)

2 + u6xy
(
C′

1

)
�x4C1�y4C1

+ u6yx
(
C′

1

)
�x4C1�y4C1 + u6yy

(
C′

1

)
(�y4C1)

2]
− 1

6

[
u6xxx

(
C′

1

)
(�x4C1)

3 + u6xxy
(
C′

1

)
(�x4C1)

2�y4C1

+ u6xyx
(
C′

1

)
(�x4C1)

2�y4C1 + u6xyy
(
C′

1

)
(�y4C1)

2�x4C1

+ u6yxx
(
C′

1

)
(�x4C1)

2�y4C1 + u6yxy
(
C′

1

)
(�y4C1)

2�x4C1

+ u
(
C′ )(�y )2�x + u

(
C′ )(�y )3],
6yyx 1 4C1 4C1 6yyy 1 4C1
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C(5) = u7
(
V′

1

)− u7
(
C′

1

)
− 1

2

[
u7xx

(
C′

1

)
(�x1C1)

2 + u7xy
(
C′

1

)
�x1C1�y1C1

+ u7yx
(
C′

1

)
�x1C1�y1C1 + u7yy

(
C′

1

)
(�y1C1)

2]
− 1

6

[
u7xxx

(
C′

1

)
(�x1C1)

3 + u7xxy
(
C′

1

)
(�x1C1)

2�y1C1

+ u7xyx
(
C′

1

)
(�x1C1)

2�y1C1 + u7xyy
(
C′

1

)
(�y1C1)

2�x1C1

+ u7yxx
(
C′

1

)
(�x1C1)

2�y1C1 + u7yxy
(
C′

1

)
(�y1C1)

2�x1C1

+ u7yyx
(
C′

1

)
(�y1C1)

2�x1C1 + u7yyy
(
C′

1

)
(�y1C1)

3],
C(6) = u7

(
V′

2

)− u7
(
C′

1

)
− 1

2

[
u7xx

(
C′

1

)
(�x2C1)

2 + u7xy
(
C′

1

)
�x2C1�y2C1

+ u7yx
(
C′

1

)
�x2C1�y2C1 + u7yy

(
C′

1

)
(�y2C1)

2]
− 1

6

[
u7xxx

(
C′

1

)
(�x2C1)

3 + u7xxy
(
C′

1

)
(�x2C1)

2�y2C1

+ u7xyx
(
C′

1

)
(�x2C1)

2�y2C1 + u7xyy
(
C′

1

)
(�y2C1)

2�x2C1

+ u7yxx
(
C′

1

)
(�x2C1)

2�y2C1 + u7yxy
(
C′

1

)
(�y2C1)

2�x2C1

+ u7yyx
(
C′

1

)
(�y2C1)

2�x2C1 + u7yyy
(
C′

1

)
(�y2C1)

3],
C(7) = u7

(
V′

3

)− u7
(
C′

1

)
− 1

2

[
u7xx

(
C′

1

)
(�x3C1)

2 + u7xy
(
C′

1

)
�x3C1�y3C1

+ u7yx
(
C′

1

)
�x3C1�y3C1 + u7yy

(
C′

1

)
(�y3C1)

2]
− 1

6

[
u7xxx

(
C′

1

)
(�x3C1)

3 + u7xxy
(
C′

1

)
(�x3C1)

2�y3C1

+ u7xyx
(
C′

1

)
(�x3C1)

2�y3C1 + u7xyy
(
C′

1

)
(�y3C1)

2�x3C1

+ u7yxx
(
C′

1

)
(�x3C1)

2�y3C1 + u7yxy
(
C′

1

)
(�y3C1)

2�x3C1

+ u7yyx
(
C′

1

)
(�y3C1)

2�x3C1 + u7yyy
(
C′

1

)
(�y3C1)

3],
C(8) = u7

(
V′

4

)− u7
(
C′

1

)
− 1

2

[
u7xx

(
C′

1

)
(�x4C1)

2 + u7xy
(
C′

1

)
�x4C1�y4C1

+ u7yx
(
C′

1

)
�x4C1�y4C1 + u7yy

(
C′

1

)
(�y4C1)

2]
− 1

6

[
u7xxx

(
C′

1

)
(�x4C1)

3 + u7xxy
(
C′

1

)
(�x4C1)

2�y4C1

+ u7xyx
(
C′

1

)
(�x4C1)

2�y4C1 + u7xyy
(
C′

1

)
(�y4C1)

2�x4C1

+ u7yxx
(
C′

1

)
(�x4C1)

2�y4C1 + u7yxy
(
C′

1

)
(�y4C1)

2�x4C1

+ u7yyx
(
C′

1

)
(�y4C1)

2�x4C1 + u7yyy
(
C′

1

)
(�y4C1)

3],
C(9) = 0,

where

�x1C1 = xV1 − xC1 , �x2C1 = xV2 − xC1 , �x3C1 = xV3 − xC1 , �x4C1 = xV4 − xC1 ,

�y1C1 = yV1 − yC1 , �y2C1 = yV2 − yC1 , �y3C1 = yV3 − yC1 , �y4C1 = yV4 − yC1 .

By using this method, we can obtain u6x, u6y, u7x, u7y . The other first-order derivatives are still obtained using the 
method presented in section 3.3.

5. Numerical tests

In this section, we use some benchmarks to test the validity of our proposed method. We first test the accuracy of our 
scheme. Then, by comparing the average magnetic field divergence error and some magnetic field divergence distribution 
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Table 1
Numerical error and error convergence rate.

N vx v y vz p

error order error order error order error order

32 5.031E−06 5.031E−06 7.115E−06 1.380E−06
64 2.058E−07 4.6115 2.058E−07 4.6115 2.911E−07 4.6113 5.210E−08 4.7272
128 9.745E−09 4.4004 9.745E−09 4.4004 1.378E−08 4.4009 2.170E−09 4.5855
256 5.252E−10 4.2137 5.252E−10 4.2137 7.428E−10 4.2135 1.015E−10 4.4181

Bx B y Bz average divB

error order error order error order error order error order

5.031E−06 5.031E−06 7.115E−06 7.115E−06 3.122E−16
2.058E−07 4.6115 2.058E−07 4.6115 2.911E−07 4.6113 2.911E−07 4.6113 1.178E−17 4.7281
9.745E−09 4.4004 9.745E−09 4.4004 1.378E−08 4.4009 1.378E−08 4.4009 4.913E−19 4.5836
5.252E−10 4.2137 5.252E−10 4.2137 7.428E−10 4.2135 7.428E−10 4.2135 2.296E−20 4.4194

contour plots, we demonstrate the excellent characteristics of the new method for keeping the magnetic field divergence-
free.

The average magnetic field divergence error is defined as follows [15]:

divB_average_error =
∑M

i=1 |(∇ · B)i|
M

, (30)

where (∇ · B)i is the magnetic divergence in the i-th computed grid point and M is the total number of computed grid 
points with one time step.

5.1. Smooth Alfvén wave problem

The smooth Alfvén wave problem [17] is a very good example to test the accuracy of the scheme [33,34], and it was first 
proposed by Gabor Tóth. Here, we use the smooth Alfvén wave problem to test the accuracy of our scheme.

This problem concerns the evolution of a circularly polarized Alfvén wave with a periodic boundary condition. Its initial 
conditions are given as:

ρ = 1, v// = 0, v⊥ = 0.1 sin(2πx1), vz = 0.1 cos(2πx1),

p = 0.1, B// = 1, B⊥ = v⊥, Bz = vz,

where x1 = x cos(θ) + y sin(θ) and θ is the Alfvén wave propagation angle with respect to the x-axis. In this paper, we utilize 
θ = π

4 . Other values can also be used; for example, Ref. [17] used θ = π
6 , and Ref. [34] used θ = arctan(2). The calculation 

domain is [0, 1/ cos θ] × [0, 1/ sin θ].
The relationships between v//, v⊥ and vx, v y , B//, B⊥ and Bx, B y are:

ζ// = ζx cos(θ) + ζy sin(θ),

ζ⊥ = −ζx sin(θ) + ζy cos(θ), (ζ = v or B).

Under these initial conditions, the Alfvén wave propagates periodically with a constant wavelength λ = 1; when the time 
t becomes an integer, it returns to the initial state. Therefore, the initial values are also the exact solution. As Tóth [17]
suggests, we use 0.4/N with an N × N uniform grid as the time step so that the system can reach an integer time t .

In Table 1, we list the numerical error of some primitive variables and average magnetic field divergence as well as the 
average error and the relative error convergence rate at t = 2. Tóth [17] stated that the density does not participate in the 
Alfvén wave and that its errors are negligible. Therefore, we do not consider the density. The average error is defined by

LN(average) = 1

4

[
LN(v⊥) + LN(vz) + LN(B⊥) + LN (Bz)

]
, (31)

where LN represents the numerical error.
The numerical error is defined as follows:

LN(um) =
∑M

i=1 |(um)num
i − (um)exact

i |
M

. (32)

where The superscript “num” represents numerical solution and “exact” denotes exact solution. M is the total number of 
calculated grid points with one time step.

Then, the error convergence rate (accuracy order) is computed as:

order = log(LN1/LN2)/ log(N2/N1). (33)
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Fig. 3. Average magnetic field divergence error with 128 × 128 grids for the smooth Alfvén wave problem. The horizontal axis represents time.

Fig. 4. Distribution of the magnetic field divergence error with 256 × 256 grids for the MHD blast wave problem at t = 0.2.

5.2. MHD vortex problem

The MHD vortex problem, also called the Orszag–Tang MHD turbulence problem, was first proposed by Orszag et al. in 
1979. It is often used to test 2D MHD codes [17,28,35]. It includes some important characteristics of MHD turbulence in 
which some shocks and other discontinuities occur as time evolves. The initial values are expressed as follows:

ρ = γ 2, p = γ ,

vx = − sin(y), v y = sin(x), vz = 0,

Bx = − sin(y), B y = sin(2x), Bz = 0.

where γ = 5
3 . The calculation domain is [0, 2π ] × [0, 2π ], and a periodic boundary is used.

5.3. MHD blast wave problem

The MHD blast problem is initiated by an over-pressured region in the center of a strongly magnetized medium with 
low plasma β [28]. The region drives fast shocks moving outward, compressing the plasma and magnetic field ahead and 
leaving rarefied plasma behind.
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Fig. 5. Average magnetic field divergence error with 256 × 256 grids for the MHD vortex problem. The horizontal axis represents time.

Fig. 6. Average magnetic field divergence error with 256 × 256 grids for the MHD blast wave problem. The horizontal axis represents time.

The calculation domain is [1, 2] × [−0.5, 0.5], and a fixed boundary is used. The initial conditions are expressed as 
follows:

ρ = 1, vx = v y = vz = 0, Bx = B y = 1/
√

2, Bz = 0,

p =
{

10 if
√

(x − 1.5)2 + y2 < 0.1
0.1 otherwise

.

The relative test results are as follows:
Fig. 3, Fig. 5, and Fig. 6 compare the evolution of the average magnetic-field divergence error with time between the 

original fourth-order schemes with and without the least-squares method for attaining divB = 0. Fig. 4 and Fig. 7 show 
contour plots of the magnetic-field divergence distribution for these two cases. From these figures, we clearly observe that 
the use of the least-squares method can control the magnetic divergence efficiently, and the order of magnetic divergence 
error can be reduced to approximately 5∼8. Fig. 8 and Fig. 9 give the contour plots of pressure for MHD vortex problem at 
t = 3 and MHD blast wave problem at t = 0.2, respectively. We can see the structures are much clearer and identified by 
using the fourth-order CESE scheme (the right column) than the second-order CESE scheme (the left column). To compare 
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Fig. 7. Distribution of the magnetic-field divergence error with 256 × 256 grids for the MHD vortex problem at t = 2 (the first row) and t = 3 (the second 
row).

Fig. 8. The contour plots of pressure for MHD vortex problem at t = 3 with 512 × 512 grids by using second-order (the left column) and fourth-order (the 
right column) CESE scheme, respectively.
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Fig. 9. The contour plots of pressure for MHD blast wave problem at t = 0.2 with 256 × 256 grids by using second-order (left column) and fourth-order 
(right column) CESE scheme, respectively.

Fig. 10. The pressures along the line of y = 0.625π at t = 3 for MHD vortex problem: the black line is using second-order scheme with 2048 × 2048 grids; 
the red line is using second-order scheme with 512 × 512 grids; the blue line is using fourth-order scheme with 512 × 512 grids. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.)

in details and more clearly, we also compare the pressures along the line of y = 0.625π at t = 3 for MHD vortex problem 
(Fig. 10 ) and along line through the center of the blast wave at t = 0.2, namely y = 0 for blast wave problem (Fig. 11). As 
Fig. 10 and Fig. 11 show, the fourth-order CESE scheme (the blue lines) has remarkable advantages over the second-order 
CESE scheme (the red lines) in terms of accuracy at the same grid resolution. We also test the CPU time, we use the Intel 
Fortran compiler and run on the Intel Xeon E7450 with a CPU clock speed of 2.4 GHz, and using O4 optimization option. 
And we find the second-order scheme need about 379 seconds and the fourth-order need about 4068 seconds for vortex 
problem with 512 × 512 grids by using 24 processors. But from Fig. 10 and Fig. 11 we can see the fourth-order scheme 
with less grids can achieve the similar even much better result than the second-order scheme with more grids. What’s 
more, the cost of second-order scheme with much more grids is much larger, such as the vortex problem with 2048 × 2048
grids, it need at least 60 processors, and the CPU time is about 4722 seconds. At this case, the fourth-order scheme with 
512 × 512 grids only need CPU time 1556 seconds. Giving a comprehensive consideration about the computation accuracy 
and efficiency, the fourth-order is not expensive than the second-order scheme and can achieve a better result. Solving the 
induction equation only occupy very little parts of the total time, the mainly occupied time is the solving the fluxes. Here, 
we have optimized our code to reduce some unnecessary redundant calculations, such as the derivations with respect to 
time t of fluxes and conservative variables as the sequence given in section 3 will be economic and effective.

About the stability condition, it’s mainly related to the CFL number, here, we have tried the CFL number from 0.3 to 0.8, 
they all can maintain a good running and hasn’t produced negative pressure or negative density. For the MHD vortex and 
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Fig. 11. The pressures along line through the center (y = 0) of the blast wave at t = 0.2 for MHD blast wave problem: the black line is using second-order 
scheme with 1024 ×1024 grids; the red line is using second-order scheme with 256 ×256 grids; the blue line is using fourth-order scheme with 256 ×256
grids. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

blast wave problems, both of them the CFL number used are 0.8, namely, this fourth-order scheme permit a larger time 
step [36] which can help to reduce the calculation cost.

6. Conclusions

For MHD simulation, this study is the first to extend the second-order CESE scheme to a high order successfully, and the 
tests demonstrate the feasibility of this scheme. This method has the following main advantages:

(1) It uses a compact stencil as in the second-order scheme and can be easily extended to arbitrary much higher order.
(2) The spatial and temporal discretization can simultaneously reach a significantly high order with one time step, which 

is difficult to achieve with FVM and FDM.
(3) By taking advantage of the merits of the CESE scheme, the use of the least-squares solution method can fundamen-

tally control the magnetic field divergence error.
In future work, we aim to apply this new method to magnetic reconnection, solar wind, and interactions of solar wind 

with the earth’s atmosphere to study these space physics problems more accurately using numerical simulation methods.
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